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Abstract

As Machine-Learning-as-a-Service (MLaaS) is a growing paradigm in the Machine Learning
(ML) landscape, more and more ML models get uploaded into the cloud to be accessible
from all over the world. Creating good ML models, however, can be expensive and the used
data can be sensitive. New Secure Multi-Party Computation (SMPC) protocols for MLaaS
have been proposed to protect sensitive user data and models while preserving the privacy
of the model providers and their customers. In this thesis we show that for a subset of ML
models used in the MLaaS paradigm, Support Vector Machine (SVM) and Support Vector
Regression Machine (SVR), it is possible for malicious users to extract the private models, even
when they are protected by an ideal implementation of an SMPC protocol, using known and
newly devised model extraction attacks. We show that the attacks are not only theoretically
possible, but also practically employable and cheap, making them interesting to financially
motivated attackers such as competitors or customers. For one particular case, an SMPC
protocol introduced by Zhang et al.(International Workshop on Security 2016), which aims
at protecting privacy in an MLaaS scheme using mainly RBF kernelSVRs, we show that it is
possible to extract a highly accurate model using 854 queries costing a total of $0.09, and
that such an attack would take 7 minutes. Knowing the nature of the attacks, we propose a
few possible countermeasures to protect ML models.
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1 Introduction

Secure Multi-Party Computation (SMPC) aims to protect users’ privacy in joint computations
performed with distrustful remote parties. This means that data provided for calculations
by each party stays private, and only the result of the computation is revealed. Machine
Learning (ML) is a term that summarizes different algorithms of deriving models from data
to make predictions. Such predictions can be either categorical, such as predicting if a picture
contains a cat or dog, or real-valued, e.g., predicting a stocks value. One such method are
Support Vector Machines (SVMs) for categorical predictions, also called classification tasks,
and Support Vector Regression Machines (SVRs) for real-value predictions, called regression
tasks. As ML needs high amounts of processing power, new service providers have emerged,
offering Machine-Learning-as-a-Service (MLaaS). These providers, such as Amazon ML1,
Google Cloud ML2, BigML3, and many others, let their users create ML models on their
platforms, and offer their users to monetize their models by letting other users query them
for predictions. This business model is a classic multi-party computation task, making it
an area of interest for SMPC, as model providers want to keep their intellectual property
private and their users might want to keep their concrete data to themselves. To provide
privacy for MLaaS, SMPC protocols have been introduced (e.g., [ZCZL16] for SVRs, [YJV06;
LLM06; RPV+14] for SVMs, [Çat15] for Extreme Learning Machines) that allow for remote
predictions without directly revealing the model to the user, and the user’s data to the model
provider. However, Tramèr et al. [TZJ+16] showed for different ML algorithms, including
SVMs, that it is possible for users to steal accurate models, using the only prediction APIs. We
transfer their findings to the case of SVRs, as used in SMPC protocols and show that these
protocols fail to protect the model provider’s privacy as they allow extract the model. Our
attacks target perfect implementations of MLaaS schemes — hence we show that MLaaS
schemes are inherently vulnerable to extraction attacks. Concretely, we show that an attacker
can extract an Radial Basis Function (RBF) kernel SVR model as described in [ZCZL16]
within 7 minutes for a cost of $0.09 and 71 MByte of bandwidth querying the SMPC based
protocol.

1https://aws.amazon.com/machine-learning/
2https://cloud.google.com/ml-engine/
3https://bigml.com/
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1 Introduction

1.1 Motivation

In the paper by Zhang et al. [ZCZL16], the authors proposed a privacy-preserving protocol for
indoor localization using Wi-Fi fingerprints. For this, an SVR is used, which can be queried
by users to find their location within a building.

Using such a scheme, the provider of the ML model can monetize its knowledge by charging
fees for each localization. Such a service is called MLaaS, a business model being embraced
by big companies like Amazon or Google. These companies have an economic interest in
protecting their intellectual property, i.e., the ML models. A client unwilling to pay for a
big amount of predictions from these providers, or a competitor trying to copy the business
model have a financial incentive to try stealing the ML models. If the cost of extracting an
ML model is lower than the potential financial gain from it, MLaaS will always be a target
for financially motivated attackers.

With the aim of protecting ML models, we study the feasibility of model extraction attacks on
SVM and SVR and propose possible countermeasures to our attacks. Indeed, we intend to
show that the privacy of MLaaS providers is not given, even when employing SMPC protocols
such as [ZCZL16]. With our findings we show the need of improved protection mechanisms
in the MLaaS paradigm.

1.2 Support Vector Machines and Support Vector Regression
Machines Basics

SVMs [CV95] and SVRs [DBK+97] belong to a category of ML known as supervised learning.
In supervised learning, the learning algorithm is provided with a set of data, called training
data, which consists of example inputs with their corresponding desired outputs. The learning
algorithm is tasked with finding the rules that map the inputs to their outputs. The outputs
for binary classifiers, such as SVMs, can be either negative or positive. For example, they can
classify whether an image contains a cat or not. Multiclass classifiers can distinguish even
more classes, such as if and image contains a black, white, orange, or gray cat. Regressors,
such as SVRs, have real valued outputs. They can be therefore used to predict continuous
values, e.g., stock prices.

SVMs are binary linear classifiers. This means they work by splitting the input space into two
categories using a hyperplane. Data found on one side of the hyperplane are classified as
positive, and data found on the other side of the hyperplane are classified as negative (see
Figure 1.1a). While for binary linear classifiers any hyperplane that accurately separates the
data is valid, SVMs use the hyperplane which maximizes the distance to the closest input
data of each category. The closest input data to the hyperplane are called Support Vectors —
hence the name Support Vector Machine. The buffer between the hyperplane and the Support
Vectors containing no data is called the margin. Note that training data that are not Support
Vectors do not influence the hyperplane or margin.
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1 Introduction

New input data x are classified by a function

f (x) = sign(〈w,x〉+ b), (1.1)

which returns either 1 or 0, depending on which side of the hyperplane the input data are
(for further details, see Section 2.2). In most cases however, the input data can not be
simply separated with a hyperplane. For this case, SVMs introduce further concepts. Firstly,
a soft margin can be used, which denotes a margin that can contain samples, as shown
in Figure 1.1b. A soft margin penalizes samples within the margin when scoring possible
solutions while calculating the optimal hyperplane. Hyperplanes with bigger margins and
less samples within the margin get better scores. Secondly, kernels can be used. Kernels
transform the input space into a higher dimension, where a linear separation might be
possible. For instance, when using the RBF kernel which is a proximity function, samples
that are close to a certain point get separated from samples that are far from that point (see
Figure 1.2).

SVRs transfer the concept of Support Vectors to a regression task. In SVR, there is no
hyperplane to be found. Instead, a linear function is fitted to the training data (a kernel can
be used to fit nonlinear functions). Furthermore, instead of the margin, a tube with width
ε is defined containing all training data, or most of them in the case of a soft margin (see
Figure 1.3). The size of the tube is the maximum error with which the fitted function should
assimilate the training data. An SVR intends to find a function with a minimal ε. To predict
new data, a linear SVR uses the function:

f (x= 〈w,x〉+ b. (1.2)

To account for errors in the training data and data that are not linear, the concepts of
a soft-margin and kernels can be applied to SVR (for further details, see Section 2.3).

1.3 General Attacks on Machine Learning Algorithms

Machine Learning algorithms can be attacked and manipulated in many different ways.
In [BNS+06], Barreno et al. propose a separation of attacks into two types: causative and
exploratory. A relatively new type of attacks, evasion attacks, was introduced later in [SSG17]
and [WG18].

1.3.1 Causative Attacks

Causative attacks, better known as poisoning attacks, attempt to sabotage a machine learning
algorithm in such a way, that it fails to perform its intended function. A poisoning attack
directed at a spam filter, for instance, would manipulate the training data to cause misclassi-
fication of certain spam mails, e.g., having malicious mails classified as harmless [BNL12;
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1 Introduction

(a) Hard Margin SVM (b) Soft Margin SVM

Figure 1.1: Support Vector Machine with Hard and Soft Margin (Taken from [11])

Figure 1.2: Transforming the Input Space Making Data Linearly Separable Using an RBF
Kernel (Taken from [Fle09])

Figure 1.3: A Linear Support Vector Regression Machine with a Soft Margin (Taken from
[SS04])
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1 Introduction

RNH+09]. This attack is performed while training an algorithm. In supervised learning (the
subset of machine learning algorithms that uses labeled training data), a causative attack can
be achieved by incorrectly labeling training data, e.g., in a scenario, when the training algo-
rithm gets its data from an untrusted source. In reinforcement learning, incorrect rewards and
punishments can be used to perform this type of attack. In unsupervised learning, causative
attacks can be performed by manipulating the decision, which training data are picked in such
a way that the underlying statistical distribution is misrepresented.

1.3.2 Evasion Attacks

Evasion attacks aim at finding input data to a fully trained algorithm that result in an
incorrect output. For instance, an evasion attack could be performed on a spam-filter to find
potential spam-mails that would not be classified as such, or on a malware-scanner to find an
obfuscation of the malware which does not get flagged by the scanner. This type of attack can
be improved and facilitated by prior information gathering about the attacked model, i.e., by
performing an exploratory attack, specifically an extraction attack, beforehand. Furthermore,
causative attacks might be used in an attempt to alter a model in such a manner that evasion
attacks become less difficult for the attacker [BCM+13].

1.3.3 Exploratory Attacks

Exploratory attacks, which this thesis further explores, intend to unravel information about
the algorithm’s configuration, or general inner workings, in order to extract the algorithm
itself, to find weaknesses in the algorithm, or to gain knowledge that can be leveraged for
further attacks, such as evasion attacks. This type of attack is performed on a fully trained
model.

The class of exploratory attacks is defined very broadly and two subclasses can be defined:
model inversion and model extraction attacks. Model inversion attacks ultimately aim to
compromise users’ privacy by extracting information about training data, such as if a particular
instance was used in the training set or not. Model extraction attacks try to extract parameters
from an ML model. For instance, an extraction attack might learn the exact decision boundary
used by a linear classifier such as SVMs [LM05]. In a broader sense, such an attack might
learn the general set of rules that the algorithm follows, or other statistical or logical attributes
of the underlying model. In this thesis, we explore model extraction attacks on SVMs and
SVRs that intend to extract or estimate model parameters.

1.4 White-Box and Black-Box Attacks

We differentiate between white-box and black-box type of attacks on MLaaS providers. In
a white-box attack, the attacker knows some details about how the MLaaS provider has

5



1 Introduction

implemented a model. Specifically, she knows or can make an educated guess, which kernel
is used in the model. In a black-box attack, the attacker has no knowledge of the kernel that
is used in the model. Most attacks shown in this theses are white-box attacks. However, if a
kernel is not explicitly known they can still be performed with the assumption of a specific
kernel or, as described in Section 4.5, in parallel for a subset of all possible kernels. The
extracted model can then be compared to the original one using a test set of training data. If
it performs well enough, the actual kernel used by the original model was probably guessed
correctly, or is not particularly important, when two different kernels can separate the same
data.

1.5 Our Contributions

We introduce new equation-solving attacks on linear and quadratic SVRs and propose re-
training approaches for other kernels, such as RBF kernel SVRs. We implement our attacks
to examine their accuracy and their behavior, such as speed and generated queries, and
compare them to existing extraction attacks on SVM. Furthermore, we study the feasibility
of such attacks in realistic scenarios and show that Wi-Fi localization schemes using SVR
(e.g., [ZCZL16]) are indeed vulnerable to our extractions, even when they are protected
using SMPC protocols. In a simulated MLaaS environment using a RBF kernel SVR, our
extraction attack was able to extract a near-perfect model within 7 minutes at the cost
of $0.09. In the end of the thesis, we suggest some possible countermeasures for future
research.

1.6 Outline

In Chapter 2, we give an overview over the concepts behind SVMs and SVRs. In Chapter 3,
we explain previous work and show current attacks on SVMs in detail. in Chapter 4, we
introduce newly devised model extraction algorithms for SVRs. In Chapter 5, we describe our
implementations of an attack simulation framework for the MLaaS scenario. In Chapter 6,
we test and evaluate attacks on SVMs and our attacks on SVRs using different datasets.
In Chapter 7, we give our conclusion on the feasibility of our attacks and propose a few
possible countermeasures that can be the topic of further research.
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2 Preliminaries

In this chapter we introduce basic concepts and notation used throughout this thesis.

2.1 Notation

We denote vectors as bold latin characters, e.g., x. Angled brackets, e.g., 〈x,y〉, are used to de-
note dot products. Sole features of a feature vector x are denoted by x i .

2.2 Support Vector Machines

Support Vector Machines (SVM) [CV95] are a class of machine learning algorithms that are
used for classification tasks. For this, an SVM defines a hyperplane, which linearly separates
a given set of training data

{(xi , yi)|i = 1, . . . , m; yi ∈ {0,1}} (2.1)

with samples xi , their corresponding targets yi and the number of training data m, into two
classes and classifies new samples by checking what side of the hyperplane the sample would
be on. The hyperplane is defined in such a manner that its distance to the closest datapoints
for each class is maximized. The closest datapoints are called support vectors. The distance
between the hyperplane and the support vectors is called the margin.
Mathematically, an SVM is defined by a function

f (x) = sign(〈w,x〉+ b), (2.2)

where ’sign’ outputs 0 for negative inputs and 1 otherwise. The inputs to this function are a
feature vector x, a normalized vector w that points orthogonally to the defined hyperplane
from the origin of the coordinate system, and bias b, a dislocation of the hyperplane. The
margin is defined in such a manner that its size is the same in each direction. For a normalized
dataset, its size is 1, such that if w · x+ b > 1 a sample is classified as a positive instance and
for w · x+ b < 1 a sample is classified as a negative instance, without providing a confidence
score.

7



2 Preliminaries

To calculate optimal parameters w and b for a given problem, an optimization problem has
to be solved:

Minimize
1
2
||w||22 subject to yi(〈w,xi〉+ b)≥ 1 for 1≤ i ≤ m, (2.3)

where ||w||22 denotes the quadratic Euclidean norm of w. To account for outliers and to
prevent overfitting, which is a common error in ML when a model corresponds too closely to a
specific set of data, a soft-margin can be used, which allows misclassification in some instances
by introducing a penalty parameter ξi . This parameter is positive for misclassifications and 0
otherwise. Another positive parameter C is introduced, which is the proportional weight of
the penalties. The optimization problem is then defined by

Minimize
1
2
||w||22 + C

m
∑

i=1

ξi subject to yi(〈w,xi〉+ b)≥ 1− ξi for 1≤ i ≤ m. (2.4)

The computation of w and b is done by transforming the optimization problem into a
Lagrangian dual problem. With

w=
m
∑

i=1

αi yixi , (2.5)

the Lagrangian dual problem is defined as:

Maximize for α:
m
∑

i=1

αi −
1
2

m
∑

i=1

m
∑

j=1

αiα j yi y j〈xi ,x j〉 (2.6)

subject to

0≤ αi ≤ C and
m
∑

i=1

αi yi = 0. (2.7)

This dual problem can be solved efficiently using modern quadratic programming techniques
or linear approximations [SV99; WZ05].

When a dataset is not linearly separable, a kernel-technique can be used to map the input
space to a higher dimension, where such separation might be possible. To map the input
space to a higher dimension, a projection function φ(x) is used:

φ : Rd1 → Rd2 ,x 7→ φ(x). (2.8)

Such a function however can be hard to compute, especially if the projected dimension is large,
or even infinite, as it is the case for the popular RBF kernels. In practice, for the classification,
only the dot product of two transformed vectors φ(x) ·φ(x′) is used, which makes it possible
to apply specialized kernel-functions K(x,x′) = φ(x) ·φ(x′), that simplify the computation of
this product. The resulting classification function is defined as

f (x) = sign(〈w,φ(x)〉+ b) = sign

� m
∑

i=1

αi yiK(xi ,x) + b

�

. (2.9)
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2 Preliminaries

Table 2.1 lists a few kernels that have seen broad use in different areas. While the linear and
RBF kernels are commonly used for all kinds of tasks, such as cancer classification [PG07],
or bankruptcy prediction [ML05], polynomial kernels have seen use in document classifica-
tion [MY01]. The sigmoid kernel gained popularity coming from its use in neural networks,
but hasn’t seen much use in the context of SVMs, because it only becomes a Positive Semi
Definite (PSD) kernel for a few combinations of its parameters, which is a mathematical
condition for kernels in SVM [CMRS04].

Kernel K(x,x’)
Linear x · x′

Polynomial (x · x′ + 1)d

RBF exp(γ||x− x′||2)
Sigmoid tanh(γxt · x′ + r)

Table 2.1: Popular Kernels

2.3 Support Vector Regression Machines

Support Vector Regression Machines (SVRs) [DBK+97] use the concepts of SVMs to create
regression models. While SVMs classify data into two classes, SVRs aim to find a function f (x),
that approximates a given training set with a maximum error ε for each yi and is as flat as pos-
sible [SS04]. Similarly to SVMs, a linear SVR is defined by a function

f (x) = 〈w,x〉+ b, (2.10)

where w and b are calculated by solving an optimization problem:

Minimize
1
2
||w||22 (2.11)

subject to

¨

yi − 〈w,xi〉 − b ≤ ε
〈w,xi〉+ b+ yi ≤ ε

. (2.12)

As for SVMs, we can introduce a soft-margin to account for some errors in the training data.
For each condition, we introduce penalties, ξi and ξ∗i , indicating positive and negative error
respectively. Also, the parameter C to weight the errors in trade-off to the flatness of w is
introduced. Our optimization problem now is:

Minimize
1
2
||w||22 + C

m
∑

i=1

(ξi + ξ
∗
i ) (2.13)

subject to

⎧

⎪

⎨

⎪

⎩

yi − 〈w,xi〉 − b ≤ ε+ ξi

〈w,xi〉+ b+ yi ≤ ε+ ξ∗i
ξi ,ξ

∗
i ≥ 0

. (2.14)
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Translating the optimization problem into its dual form, we end up with:

Maximize

¨

−1
2

∑m
i, j=1(αi −α∗i )(α j −α∗j )〈xi,xj〉

−ε
∑m

i=1(αi +α∗i ) +
∑m

i=i yi(αi −α∗i )
(2.15)

subject to
m
∑

i=i

(αi −α∗i ) = 0 and αi ,α
∗
i ∈ [0, C], (2.16)

where w can now be written as follows:

w=
m
∑

i=1

(αi −α∗i )xi, (2.17)

and, therefore, the regression function is defined by

f (x) =
m
∑

i=1

(αi −α∗i )〈xi,x〉+ b. (2.18)

Just like for SVMs, we can use the kernel trick to perform regression on non-linear functions,
by substituting the dot-product with a kernel of choice:

f (x) =
m
∑

i=1

(αi −α∗i )K(xi,x) + b. (2.19)

The kernels that can be used for SVRs are the same as for SVMs (see Table 2.1).

2.4 Secure Multi-Party Computation

Secure Multi-Party Computation (SMPC) is a field of study, which aims at jointly computing a
public function g by distrustful parties on their private inputs and revealing nothing but the
result of the computation. This is achieved by using cryptographic tools like homomorphic
encryption (e.g., the Paillier cryptosystem [Pai99]), Yao’s Garbled Circuits [Yao86], secret
sharing (e.g., "How to Play any Mental Game" [GMW87]), and other protocols. SMPC is used
to protect the ideal functionality of the algorithm guarantee privacy of the input data of the
protocol participants. However, if the idea functionality leaks information about the private
data, the use of SMPC does not yield benefits.

10



3 RelatedWork

In this section, we introduce related work. Lowd and Meek [LM05] worked on evasion attacks
specifically targeting spam detection in emails and came up with an exploratory attack, an
algorithm to extract parameters from linear classifiers, such as linear SVMs. Using their
algorithm, which is described in Section 3.1, they devised a way of creating optimal spam
emails, that will not get flagged by the spam filter under attack.

Tramèr et al. [TZJ+16] explored the topic of model extraction attacks further. With the
target of MLaaS in mind, they proposed attacks on Logistic Regression [HLS13], Multilayer
Perceptrons [RRK+90], Decision Trees [Qui86], SVMs [CV95], Multiclass Logistic Regres-
sion [FHT+00] and Neural Networks [Sch15] (for further reading on these ML algorithms, we
also suggest the books "Deep Learning" by Goodfellow et al. [GBCB16], "Pattern Recognition
and Machine Learning" by Bishop [Bis06] and "Artificial Intelligence: A Modern Approach"
by Norvig and Russel [RN10]). They found that providing an attacker with confidence scores,
which are values that attest how certain the algorithm is about a prediction, gives the attacker
a big advantage in extracting the model. However, it is still possible to extract models without
confidence scores. Especially relevant to our work is their research on SVMs. They introduced
an extension to the Lowd-Meek attack [LM05], enabling an attacker to extract the model of
an SVM using polynomial kernels in addition to linear kernels. For the extraction of other
kernels, they propose different retraining schemes (see Section 3.3 for details). Papernot et
al. [PMG+17] explore black-box extraction and evasion attacks on MLaaS using Deep Neural
Networks (DNNs) [GBCB16]. Their attacks consist of retraining a local DNN from class labels
obtained from the MLaaS, and using the local model to craft adversarial samples that get
misclassified by the MLaaS. In [Dmi+18], Dmitrenko further explores the model extraction
attacks on DNN introduced by Papernot et al.

Another approach to extract models was proposed by Shi et al. [SSG17], who suggested
training a deep learning algorithm using the MLaaS provider as an oracle. Kesarwani et
al. [KMAM17] proposed a mechanism which they denote as an extraction monitor, which
alerts an MLaaS provider when too much information about a Decision Tree model was
released, enabling an attacker to potentially extract such a model with techniques described
in [TZJ+16]. Wang and Gong [WG18] proposed techniques to extract hyperparameters from
MLaaS providers. Hyperparameters are optimization parameters for ML algorithms, such as
the parameter C in Equation (2.4) in Section 2.2. Attacks on SVRs in particular have not
been researched yet. In this work, we fill this gap by transferring known attacks on SVMs to
SVRs, finding new equation-solving attacks on SVR, and putting our attacks into the context
of SMPC.

11
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The known model extraction attacks on SVMs described previously are explained in detail
below, as extraction attacks on SVMs and transferring them to SVRs are the main focus of
this work. Our attack scenario consists of an MLaaS provider, where a fully-trained SVM
is provided by a server to classify data from a client, who acts maliciously and tries to
extract the SVM parameters. In short, the attacker can poll an SVM for labels on arbitrary
data.

3.1 The Lowd-Meek Attack

The first extraction attack on linear classifiers in general and thus also on SVMs was proposed
by Lowd and Meek [LM05]. Their white-box attack assumes a third-party oracle, for instance,
an MLaaS Application Programming Interface (API), with membership queries that return
the predicted class label without any confidence values. As some SVMs are linear classifiers,
they are susceptible to this attack.

To initiate the Lowd-Meek attack, a positive sample x+ and a negative sample x− have to be
provided. Furthermore, the algorithm takes two parameters, the approximation threshold ε,
and the minimum ratio of two non-zero weights δ. The algorithm starts by finding sign-
witnesses s+ and s−, which are samples that differ only in one feature f , but s+ is classified
as positive and s− as negative. To find this pair, the algorithm starts with x+, which is
classified as a positive instance, and traverses through its features, in each step changing
one feature value f from the initial value it had as x+f to the value of x−f and checking if
the classification has changed with it, by querying the server. This is done until a negative
instance is found, denouncing the instances, where the classification change occurred, as
sign-witnesses. Next, the feature f of s+ or s− is adjusted using line-search, until a negative
instance x with a gap of less than ε/4 is found. Now, to have a weight within 1 and 1+ ε/4
on the feature f , a one is added to or subtracted from x f . Having w f ≈ 1, the other feature
weights are found by adjusting their value to find their distance to the decision boundary
using line search. The found distance is the according weight for that feature. But first, 1/δ
is added or subtracted to their weight and if their classification does not change, a weight
of 0 for that feature is assumed. Having found all weights, the bias can be easily found, as
we have the inclination w and at least one point on, or with maximum distance ε/4 of the
hyperplane.

Given d total features, the algorithm uses a maximum of d − 2 queries to find the sign-
witnesses. However, we can add the two queries back to confirm the initial classes of
x+ and x−. To find a negative instance with maximum ε/4 distance to the hyperplane,
O(log(1/ε)+ size(s+, s−) queries are needed. To find the relative weight of each other feature,
another O(log(1/ε)+ size(c)) queries are needed, where size(c) describes the encoding length
of the computational environment. In total, the algorithm uses a polynomial number of
queries. This attack however is limited in the setting, where the feature translation happens
on the server-side. This means that features like strings or other data types that have
to be translated into a numerical representation get translated by the server and not the
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client. This can make it impossible for the attacker to create the queries she needs for this
attack.

3.2 The Lowd-Meek Attack for Nonlinear Kernels

Tramèr et al. [TZJ+16] proposed an extension to the Lowd-Meek attack which enables the
attacker to extract some nonlinear kernels, such as the polynomial kernel. Their attack
is performed by extracting the model within the transformed feature space, where the
model is effectively linear. The hyperplane in the transformed feature space is described
as

〈wF ,φ(x)〉+ b = 0, (3.1)

where

wF =
m
∑

i=1

αiφ(xi). (3.2)

Therefore, we can use the Lowd-Meek attack to extract wF and b if we can efficiently calculate
φ(x) and its inverse. Unfortunately, the kernel-trick [MRW+99]was specifically introduced so
that φ(x) and φ(x′) do not have to be explicitly computed when calculating their dot product,
because the feature spaces can have infinite dimension or be very inefficient to compute. For
some kernels, such as the polynomial kernel, it is possible to derive the concrete function
φ(x) which makes them susceptible to this attack. The RBF-kernel however uses an infinite
feature space so that this attack cannot be performed on it. The number of queries used in
this attack is the same as for the classic Lowd-Meek attack performed in the transformed
feature space.

Because the extraction happens in the transformed feature space, we calculate our extraction
steps within that space. However, our queries themselves are not in the transformed feature
space, because the transformation is done by the server. Therefore we have to calculate the
representation of the desired queries within the original feature space by calculating the
inverse of φ(x) before issuing each query, increasing processing costs in this attack method
for each query.

3.3 Retraining Attack

Any SVM can be extracted using a white-box retraining approach, proposed by Tramèr
et al. [TZJ+16]. A retraining attack lets the attacked entity classify a set of samples and
uses the resulting sample-classification tuples to train an SVM itself, which should result
in similar model parameters. The amount of samples used in a retraining attack is capped
by a query budget m. To find an effective query budget, Tramèr et al. introduced the
budget factor α, with m= α(d + 1) and 0.5≤ α≤ 100, where d is the number of features.
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They found that with a budget factor of α= 50 most models could be extracted with 99%
accuracy.

Tramèr et al. introduce three possible approaches to the retraining attack:

1. Retraining with uniform queries. The first and simplest approach works as follows:
take a set of m uniformly random samples, have them classified by a prediction API
and use the result for retraining.

2. Line-search retraining. This approach uses line search techniques as they are used in
the Lowd-Meek attack (see Section 3.1), to have samples classified that are close to the
decision boundary, yielding a more accurate result.

3. Adaptive retraining. The last approach they propose is denoted adaptive retraining,
which utilizes active learning techniques [CAL94] to improve the extraction. This
approach splits the total query budget m into r rounds of n = m/r samples each.
First, n uniformly random samples are classified to train an initial model. Next, for
each round until the prediction doesn’t improve, n samples are chosen to be classified
next. The samples chosen are those, the current extracted model is the least certain
about, which are the samples that are the closest to the decision boundary, which is the
hyperplane in the case of SVMs, of the current extracted model.

3.4 Neural Network Retraining Attacks

Shi et al. [SSG17] has shown, that it is possible to perform black-box retraining attacks on
Naive Bayes classifiers, Artificial Neural Networks, and SVMs using Deep Learning. The
authors have also found, that Feedforward Neural Networks are better at inferring other
classifiers, such as SVMs, than SVMs or Naive Bayes Classifiers are at inferring other clas-
sifiers. Papernot et al. [PMG+17] have also introduced a retraining attack using (Deep)
Neural Networks, attacking other black-box DNNs. Their attacks were further researched by
Dmitrenko [Dmi+18]. As a black-box DNN can be substituted by any other classifier with the
same function, their attacks should also work on different classifiers.
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4 Our New Algorithms for Model Extraction of SVRs

We propose the following new algorithms for model-extraction attacks on SVR. To the best
of our knowledge, no model extraction attacks for SVR have been proposed before. The
white-box algorithms described in Section 4.1 and Section 4.2 are new equation-solving
attacks, that can extract exact models for the linear and quadratic kernels respectively. The
algorithms described in Section 4.3 and Section 4.4 transfer the retraining approach proposed
by Tramèr et al. [TZJ+16] to the extraction of SVR models. The last algorithm, described in
Section 4.5, is an approach to black-box model extraction.

4.1 Exact Extraction of SVR Models using Linear Kernels

For Support Vector Regression Machine using a linear kernel the regression function can be
described as

f (x) = 〈w,x〉+ b with w,x ∈ X , b ∈ R. (4.1)

Since we can query an oracle for values of arbitrary x, we get the exact value of b by querying
the oracle with a zero vector x= {0, .., 0}. To find w, we find the value of each dimension i
in w one by one by querying the oracle with a vector x that is 1 in the corresponding position
and 0 everywhere else.

wi = f (x)− b with x i = 1, x j = 0 ∀ j ̸= i. (4.2)

In total this algorithm needs n+ 1 queries to extract the exact model parameters, where n is
the dimension of the feature space.

4.2 Exact Extraction of SVR Models using Quadratic Kernels

SVRs using quadratic kernels can be described as

f (x) =
m
∑

i=1

(αi −α∗i )Kquadratic(xi ,x) + b, (4.3)
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where x denotes the vector to be classified, m is the amount of training data, αi and α∗i are
dual Lagrangian coefficients describing the weight of each training sample, xi describes the
training data, and b the bias, with

Kquadratic(x
′,x) = (〈x′,x〉+ c)2 = 〈φquadratic(x

′),φquadratic(x)〉, (4.4)

where Kquadratic is the quadratic kernel, c a kernel parameter, and φquadratic the feature trans-
formation function for the quadratic kernel. Therefore, we can summarize:

w=
m
∑

i=1

(αi −α∗i )φquadratic(xi), (4.5)

which is a weight vector in the transformed feature space and we end up with a linear
regression function in the transformed feature space:

f (x) = 〈w,φquadratic(x)〉+ b. (4.6)

For most of the kernels, calculatingφ(x) is infeasible, which is the reason why we normally de-
pend on the kernel-trick. However, for some kernels such as the quadratic kernel,φquadratic(x)
is rather simple and allows for extraction to happen [CHC+10]. The transformation function
of the quadratic kernel is defined as follows:

φquadratic(x) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

x2
n, . . . , x2

1 ,
p

2xn xn−1, . . . ,
p

2xn x1,
p

2xn−1 xn−2, . . . ,
p

2xn−1 x1, . . . ,
p

2x2 x1,
p

2cxn, . . . ,
p

2cx1,

c

.

(4.7)

φquadratic(x) produces a vector of dimension d =
�n

2

�

+ 2n+ 1. Knowing the nature of the
feature transformation φ(x), and being able to query an oracle (the MLaaS provider) with
arbitrary x and get the corresponding f (x), we can reconstruct a function f ′(x) equivalent to
Equation (4.6). If we look closely at Equation (4.6) and remember how φquadratic transforms
vectors, we can see that for instance wd , the last feature weight in w when calculating
the function, will always be multiplied by c at the end, after which b will be added. For
our reconstructed function f ′(x) we can therefore create an equivalent functionality by
setting w′d = 0 and b′ = wd c + b. To find our b′, we use a zero vector v0 = (0, . . . , 0)T to
get:

f (v0) = 〈w,φquadratic(v0)〉+ b = wd c + b = b′. (4.8)

Looking back at Equation (4.6), we can see that the first n weights w1, . . . , wn, which are the
ones that get multiplied with x2

n, . . . , x2
1 , respectively in the dot product, can be extracted

by sending two queries for each of them. Those two queries are positive and negative unit
vectors v+i and v−i , where

v+i := (v1, v2, . . . , vi , . . . , vn) = (0,0, . . . , 1, . . . , 0, 0) ∀i ∈ 1, . . . , n (4.9)
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and
v−i := (v1, v2, . . . , vi , . . . , vn) = (0, 0, . . . ,−1, . . . , 0, 0) ∀i ∈ 1, . . . , n. (4.10)

Putting those values into Equation (4.6), we get:

f (v+i ) = wn−i+1 +wd−i
p

2c + b′ (4.11)

and
f (v−i ) = wn−i+1 −wd−i

p
2c + b′. (4.12)

If we now add f (v+i ) and f (v−i ), subtract 2b′, and divide by 2, we end up with:

wn−i+1 = ((wn−i+1 +wd−i
p

2c + b′) + (wn−i+1 −wd−i
p

2c + b′)− 2b′)/2. (4.13)

As we can do this for all values i ∈ 1, . . . , n, we can get all wn−i+1 which is equivalent to wn. If
we instead subtract f (v+i ) and f (v−i ) and divide by 2, we end up with:

p
2cwd−i = ((wn−i+1 +wd−i

p
2c + b′)− (wn−i+1 −wd−i

p
2c + b′))/2. (4.14)

Looking back at Equation (4.6), we know that the weights ∀i ∈ 1, . . . , n : wd−i always will be
multiplied by

p
2c. Therefore, for our reconstruction f ′(x) we can set:

∀i ∈ 1, . . . , n : w′d−i =
p

2cwd−i , (4.15)

so that we do not have to find the value of c.

Now, all we need to reconstruct Equation (4.6) are wn to wd−n−1, or them multiplied by
p

2.
To calculate them, we have to go through each combination of two ones in v and all other
values at zero:

∀i, j ∈ n, i ̸= j : v= (v1, v2, . . . , vi , . . . , v j , . . . , vn) = (0, 0, . . . , 1, . . . , 1, . . . , 0). (4.16)

Querying for those v we get:

f (v) = wn−i+1 +wn− j+1 +
p

2wr +wd−i
p

2c +wd− j
p

2c + b′, (4.17)

with r being calculated as r =
∑n−s+1

i=1 (n− i)− t+n+1, where s :=max(i, j) and t :=min(i, j).
By subtracting all the known values, we can easily get the last unknown coefficients wr . With
the extracted values we can now construct an identical regression function f ′(x), which
however is largely less efficient then using the kernel trick, because instead of the more
efficient kernel function (x · x′ + 1)2, the dot product has to be calculated explicitly, which
takes n+
�n

2

�

+ d multiplications and d − 1 additions. Because we do not know the parameter
c explicitly, as we use it integrated in the weights ∀i ∈ 1, . . . , n : w′d−i and in b′, we have to
adjust the transformation function that we are using accordingly:

φ′quadratic(x) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

x2
n, . . . , x2

1 ,
p

2xn xn−1, . . . ,
p

2xn x1,
p

2xn−1 xn−2, . . . ,
p

2xn−1 x1, . . . ,
p

2x2 x1,

xn, . . . , x1,

0
(4.18)
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and our extracted weights are

w′ =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

wn, . . . , w1,

wn+1, . . . , wd−np
2cwd−n+1, . . . ,

p
2cwd−1,

0

. (4.19)

The resulting extracted equation looks then as follows:

f ′(x) = 〈w′,φ′quadratic(x)〉+ b′. (4.20)

This method uses a total of d =
�n

2

�

+2n+1 = 1
2 n2+3

2 n+1 queries, which is in O(n2).

4.3 SVRModel Extraction with Retraining for Arbitrary Kernels

Just as SVMs, SVR model parameters can be extracted, or rather approximated using a
retraining strategy. By having the model provider label a set of samples, its predictions can
be used as training data for the attackers model. The most simple approach is to have the
model provider label a set of uniformly random samples. This random approaches accuracy
largely depends on which samples get picked by the algorithm, as some samples contribute
more to the extraction accuracy than others. A larger number of samples therefore increases
the chance of extracting an accurate model.

4.4 SVRModel Extraction with Adaptive Relearning for Arbitrary
Kernels

Using the adaptive retraining approach, the amount of queries used to extract an accurate
model can be reduced. Instead of picking a random set of samples to get labeled by the
model provider, the samples are picked carefully to achieve maximum improvement of the
extracted model. Having a total query budget m, this is done by performing r rounds on
n= m/r samples being labeled at once and calculating the ideal set of samples of the next
round in between. The first set of n samples to be labeled is picked at random and sent to
the server. An initial model is being trained on the results obtained from the server. We know
that for SVR only support vectors influence the model. We use the approach by Douak et
al. [DMPB12] of picking samples by their distance from the support vectors. That means, we
can take the samples that are located the furthest from our current support vectors and rank
them by the importance of the closest support vector, which is determined by the support
vector coefficients values closeness to the model parameter c.

This algorithm can be rather slow, because every round the SVR has to be recalculated. The
algorithm’s speed also depends on the variable n, the number of samples to be labeled per
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round. Rounds with more samples imply that calculation of a smaller amount of in-between
models is necessary, however, higher amounts of samples per round also mean, that every
round more samples are chosen on grounds of an inaccurate model. The algorithms’ speed
can be increased using online learning techniques for SVR [LZ16]. Online learning techniques
enables the incremental addition of new training data to an already fitted model, removing the
need to retrain the model on the whole set of training data. Another approach to increasing
the algorithm’s speed would be incrementing the round size for each round. Since with
each round the SVR gets more precise, we can increase the number of samples to predict,
as they rely on a more precise model. Using exponential increments, the total number of
rounds, and therefore the total number of models that have to be calculated, can be reduces
significantly.

4.5 Kernel Agnostic Extraction Technique

Even though the classic and adaptive retraining approaches can be applied to any kernel, the
attacker has to know which kernel she is attacking, assuming the white-box attack scenario
(see Section 1.4). This can be circumvented by employing a kernel agnostic algorithm, i.e.,
an algorithm that makes no difference in which kernel it is attacking.

Such an algorithm can be constructed by performing a classic (randomized) retraining
attack, but training multiple models at once, each with a different kernel. Then, using a
test set, the algorithm compares the predictions of each model to the original one. The
model with the lowest error rate is then picked and assumed as the "correct" one. This
approach would not need an additional amount of queries, as it can train all models on the
same set. The computation time however increases, because multiple models have to be
calculated instead of just one. There are only a handful of classic kernels that see widespread
use, listed in Table 2.1, which can be parametrized with classic approaches to setting the
model parameters. Therefore, the number of models that have to be trained and compared is
limited.

Theoretically, it would be possible to also use adaptive training methods for this approach.
Then, the training would be divided into multiple rounds. The first round would use a
randomized set of samples to train the initial kernels. Each next round, the samples that
each kernel is the least certain about are selected into a subset S. Then, the samples within
this subset are ranked by how many models are how uncertain about them. The queries
that the most models are the most uncertain about are selected to be queried and trained
on. Problematic is that every round a number of models have to be trained simultaneously.
Even training a single model can be very slow and although the models can be trained in
parallel, to get the next round of queries, it has to be waited until all models are done
training.
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Attacks on MLaaS

To study different attacks and find working attack strategies, we implement a simulator for
the MLaaS paradigm in which we have the possibility to monitor and tweak all parameters
and test different attacks in an environment, where there are no legal implications to our
attacks. This simulator enables us to compare extracted models with the original ones in
terms of prediction accuracy and quantify the quality of the extractions. Our implementation
is open-source and can be viewed on Github1.

5.1 Architecture

Below, we explain how the implementation is designed in detail, and show how it can be
used to simulate an attack scenario.

The implementation consists of four classes: Server, Client, Adversary, and Supervisor (see
Figure 5.1). The Server class represents an MLaaS provider and stores different trained
ML models, providing answers to classification and regression requests. The Client class
imitates a client who interacts with such a server. The Adversary class uses a client object
to interact with the server and contains all the attack algorithms to extract the model.
The Supervisor class is used to initialize all the classes and functions, to keep track of data
and to compare results by calculating errors. Apart from these classes, we have a main file
that features a csv reading function and is the point of initialization and interaction. The user
only interacts with the Supervisor class. The classes detailed functionalities are described
below.

5.1.1 The Server Class

The Server class’ purpose is to represent an MLaaS provider or a similar service that offers ML
classification and regression via an API. Its basic functionality is therefore to store machine
learning models, such as SVMs or SVRs, and to provide an interface for clients to query these
models. The Server class implements methods that allow to add, delete, get, and query ML
models from its database.

1https://github.com/robre/attacking-mlaas
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Figure 5.1: Program Structure Diagram

5.1.2 The Client Class

The Client class is a rather simple implementation that mimics a user of an MLaaS. Its only
functionality is to poll a server object with data, asking for prediction on this data. It also
implements a query counter, so that the total number of queries used by a client can be
checked. To derive a time estimate in a real-world scenario, the query count can be multiplied
by the average round-trip time for a packet to reach an MLaaS provider and added to the
server calculation time and the client calculation time.

5.1.3 The Adversary Class

The Adversary class represents an attacker who intends to extract model parameters from
MLaaS providers. It provides an attack method which wraps all attacks that are implemented
and returns a recreation of the attacked model derived from the results of the attacks. For
the attack method, a number of variables are in place so that attack type, kernel, maximum
number of queries, and attack specific variables may be tweaked to improve results. To
interact with the Server class, the Adversary controls an instance of the Client class. It
features the option to attack either an SVM or SVR. An SVM can be attacked using the
Lowd-Meek attack (see Section 3.1), retraining, or adaptive retraining (see Section 3.3).
An SVR can be attacked using a set of our newly devised algorithms (see 4). These new
algorithms include an equation-solving attack which extracts the exact parameters of a linear
SVR (see Section 4.1), and for quadratic kernels (see Section 4.2), and furthermore, SVR
can be attacked using retraining and adaptive retraining, as described in Section 4.3 and
Section 4.4, respectively.
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5.1.4 The Supervisor Class

The Supervisor class provides utilities to run and analyze different scenarios. All interac-
tion from the user goes through the supervisor class which features methods to generate
training data, create models from random or given data, to compare predictions of the ac-
tual model with the extracted model, and calculate errors. This class also creates plots for
visualization.

5.2 Implementation Formalities

We implement our system in Python 3.6. Our implementation makes use of the following
Python libraries: sklearn for the machine learning tasks, numpy for handling arrays and
matplotlib for plotting. It also uses the Python standard libraries random, math, statistics,
time and csv. Note that the implementation works entirely locally, whereas a real world attack
on MLaaS would be performed over a network.
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5.2.1 Sample Usage

1 s = Supervisor ()
2 X = []
3 y = []
4 m = 3
5 b = 12
6 for i in range (0, 1000):
7 n = random . randrange (-50, 50, 1) / 100
8 y. append ( m * i + b + n )
9 X. append ([i])

10 training_set_X = X [0:500]
11 training_set_y = y [0:500]
12 attacker_training = X [500:700]
13 test_set_X = X [700:1000]
14 test_set_y = y [700:1000]
15 name = "test -rbf -svr"
16 prediction_type = "SVR"
17 kernel_type = "rbf"
18 query_budget = 100
19 round_size = 8
20 attack_type = " adaptive retraining "
21 s. add_model (name , training_data_X , training_data_y ,

prediction_type , kernel_type )
22 run_time , queries , model = s. attack_with_metrics (name , kernel_type

, attack_type , dimension , query_budget , attack_training_set ,
round_size )

23 s. compare_predictions (name , test_set , correct_results =test_set_y ,
verbose =True)

Listing 5.1: Using the implementation to simulate a model extraction attack.

The implementation is used by initializing an instance of the Supervisor class, generating the
training set for the initial model, a set of unlabeled data for the attacker, and a test set with
correctly labeled data. Then, a model is created and added to the server using the Supervi-
sor.add_model() method. The model is attacked using the Supervisor.attack_with_metrics()
method, which returns the calculation time, queries used, and extracted model. To evaluate
the extraction, the Supervisor.compare_predictions() method is used, which compares the classi-
fication or regression on the test set of the original model to the extracted model.

In Listing 5.1, we show an example of a simulated model extraction attack: first, a Supervisor
is created. Next, a total of 1 000 samples are generated, of which the first 500 are used to
train the original model, the next 200 are samples the attacker can use, and the last 300 are
used to compare the original models’ predictions to the extracted ones. After creating the
data, some variables, such as the kernel, query budget, prediction type and attack type are
set. With the given parameters and data, a model is created and added to the server and
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subsequently attacked. In the last step, the extracted model is evaluated by comparing its
predictions to the original models predictions.

5.2.2 Data Generation

In case no suitable training data are at hand, they can be generated algorithmically. To gener-
ate training data for SVM, the function sklearn.datasets.makeblob() can be used as shown in
Listing 5.2, which creates clusters of points with corresponding labels.

1 X, y = sklearn . datasets . make_blobs ( n_samples =60, centers =2,
random_state =7)

Listing 5.2: Training Data Generation for SVM with 60 Samples

To generate training data for SVR, the mathematical function which should be regressed can be
sampled on m points with addition of random noise. In Listing 5.3, the generation of training
data for a linear SVR is shown. Alternatively, the function sklearn.datasets.make_regression()
can be used.

1 w = 3
2 b = 12
3 X = []
4 y = []
5

6 for i in range (0, 60):
7 noise = random . randrange (-50, 50, 1) / 100
8 X. append ([i])
9 y. append (m * i + b + n)

Listing 5.3: Training Data Generation for SVR with 60 Samples.

Furthermore, we implement two functions create_similar_data() and
generate_positive_negative() that can take a known set of data and create an arbitrary number
of similar data. The first function, create_similar_data(), takes a set of data, calculates the
mean value and standard derivation for each feature, and then creates new data with similar
attributes. The second function, generate_positive_negative(), takes a set of classification
training data and their targets, separates them by classification, and creates two sets of
equal length of data using create_similar_data(), each derived from the positive and negative
separately, and merges the two sets into one set of new data.

5.2.3 Loading Data from Files

Training data from .csv files can be used by reading them with the load_training_data_from_csv()
function. The function can be parametrized to read training data with any number of fea-
tures.
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6.1 Evaluation Tasks

To assess the feasibility of model extraction attacks, it needs to be determined what makes
such an attack successful and what is the cost of making an attack succeed. This is done for
different kernels as they differ in extraction complexity. We define metrics for the quality
of the extracted models and the costs associated with the extraction. We then perform
extractions with different data, kernels, and techniques. We compare the measurements
across the extractions and give a conclusion on the feasibility of our proposed model extraction
attacks.

6.2 Approximation Quality

A model extraction attack in general produces an approximated version of a model. The
approximation accuracy can be assessed by comparing the prediction results of the extracted
model to the predictions of the original model.

6.2.1 Approximation Quality for SVM Extractions

SVMs produce labels of 0 or 1 as predictions. An extracted prediction therefore can be either
correct or wrong. To assess the quality of an extracted SVM, the quota of wrong predictions
in a test set can be calculated:

Pwrong =
wrong predictions
total predictions

. (6.1)

We generally try to achieve a minimal percentage of wrong classifications. Extractions with
Pwrong ≤ 0.01 are considered sufficient and Pwrong ≤ 0.001 very good as described by Tramèr
et al. [TZJ+16].
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6.2.2 Approximation Quality for SVR Extractions

For SVRs, the predictions are continuous values. Therefore, the Absolute Mean Approximation
Error (AMAE) can be calculated as:

AMAE =
1
n

n
∑

i=1

|oi − pi|, (6.2)

with the original prediction o and the extracted prediction p. The Mean Squared Error (MSE)
can be calculated as:

MSE =
1
n

n
∑

i=1

(oi − pi)
2. (6.3)

To get a comparable error value between different models with differently normed data, we
can use the Relative Mean Squared Error (RMSE):

RMSE =

∑n
i=1(oi − pi)2
∑n

i=1(ō− oi)2
, (6.4)

where ō denotes the mean of o. We consider extracted models, where RMSE ≤ 0.01 as very
accurate.

6.3 Cost Factors

A model extraction can be further quantified by considering cost factors for the attacker.
If the monetary cost associated with these cost factors exceeds the financial value of the
extracted model, there is no financial incentive to perform an extraction, eliminating the
principal motivation for the attack. Consequently, we measure the subsequent cost fac-
tors.

6.3.1 Query Cost

A classic business-model for MLaaS is to train a private model and give users the possibility
to query this model for predictions, charging them a fixed amount of money or tokens per
query. A financially motivated attacker could try extracting a model to circumvent the future
query costs or even sell his extracted model to third parties. This type of attacker would
have a query budget m of queries that they would be willing to pay for extracting the model.
Hence, low query costs increase the attack feasibility.
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6.3.2 Time Costs

Another cost factor to be considered is runtime. The extraction can be considered infeasible if
the runtime associated with it is unproportionally high. The extraction runtime has two main
factors: local calculation time and query time. The local calculation time is the amount of time
needed for all the necessary computations performed by the attacker during an extraction.
The query time considers all the time factors that play a role when querying the server for a
prediction. The query time consists of the network time, which is the time that each query
has to travel through the network, reach the server, and come back with the answer, and the
server-side calculation time, which is the time, the server needs to compute a prediction on a
query.

6.4 Datasets

For our evaluation, we use a number of datasets from different sources. We can differentiate
the datasets by several factors: firstly, if the dataset is for classification (SVM), or regression
(SVR). Secondly, if the dataset was generated artificially, or consists of natural data. Thirdly,
the amount of features. Lastly, the size of the dataset and test set. The datasets we used, that
were not generated by us, are listed in Table 6.1.

id Dataset Name Type Origin Features Size
1 California Housing Regression Natural 8 20 640
2 Boston House-prices Regression Natural 13 506
3 UJIIndoorLoc Regression Natural 520 19 937
4 IPIN 2016 Tutorial Regression Natural 168 927

Table 6.1: Datasets Used in this Work

6.5 Attacker Model

For our attacker model, we assume a financially motived attacker, such as a competitor, who
has the intention to ultimately be able to predict data herself without paying the MLaaS
provider. Therefore, we can assume that the attacker has access to a substantial set of
unlabeled training data. Particularly, we can also assume that in case of a classification task,
the attacker has access to at least one positive and one negative sample, an assumption
that has also been made by Lowd and Meek [LM05], which is crucial to their extraction
attack.

It is to be noted that an attack without any knowledge of the data to be predicted, e.g., no
knowledge of what each feature is and what values it may take, is theoretically possible. In
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low-dimension settings values can be guessed, until a negative and positive instance is found.
When one classification however is a rare case with high dimensions, say the prediction that
a certain type of cancer is present, derived from a feature vector of 30 features, a very specific
alignment of values is necessary to get this prediction. Finding a vector that gets classified as
cancer with random values is highly unlikely, therefore the attacker’s knowledge of the data
she wants to have predicted is crucial.

6.6 Results

For each setting, we first perform an attack using the best, i.e., most accurate technique that
we know of. Then, we perform retraining attacks with similar and less numbers of queries
then the most accurate attacks, because it only makes sense to use the retraining attacks in
settings where we either do not have a high enough query budget for the best attack types or
where only a retraining approach is available.

As our implementation is local, the runtimes for each extraction have an unrealistic latency
of near zero. To arrive at more realistic estimates for the runtimes, the queries used in each
attack have to be multiplied with the sum of the server-side calculation time and the network
latencies. We multiply the query count by 0.3 s, that is 0.1 s latency times two (for request
and answer), and another 0.1 s for the server-side calculation time.

6.6.1 Extraction of Linear SVMs

To the best of our knowledge, the best known attack on linear SVMs is the Lowd-Meek
attack [LM05], which can extract a model with an adjustable accuracy of epsilon. We create
100 random classification problems as shown in Listing 6.1, and attack each of them using
the Lowd-Meek attack with epsilon and delta both set to 0.01.

We find, that the extraction takes an average amount 17 ·n queries, with number of features n.
For 2 features, the extraction took on average 35 queries, for 9 features 154 queries and
for 100 features 1 700 queries. The execution time was 0.003 s for 2 features and stayed
under 1.5 s for 1 000 features. At 1 000 features, the total amount of queries however is
about 17 000, which would take an additional 17 000 · 0.3 s= 5 100s (85 minutes) in a real
network. The extracted models had 100% accuracy when comparing them to the original
ones.

Next, we perform an extraction on the same 100 models using retraining and a budget factor
α≤ 17, so that we get a comparable maximum 17 · (n+ 1) queries per attack. We find that
we can extract 100% accurate models in about 0.01 s. Lowering α did not affect the accuracy
— we could extract 100% accurate models with an α of 1. For adaptive retraining, we get
the same results. This can be explained because linear SVMs are Probably Approximately
Correct (PAC) learnable [Val84] as their Vapnik-Chervonenkis dimension (VC dimension) is
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n+ 1 [VLC94]. RBF kernels however have an infinite VC dimension, and are therefore not
PAC learnable.

1 for i in range (1, 100):
2 X, y = sklearn . datasets . make_blobs ( n_samples =500 , centers =2,

random_state =i, n_features =2)

Listing 6.1: Creating 100 Random Binary Linear Classification Problems.

6.6.2 Extraction of RBF SVMs

To simulate the extraction of an SVM using the RBF kernel, we create a 20-dimensional
dataset with 1 500 samples using the first 500 to train the original model, the next 500 for
the attacker, and the last 500 as the test set. In Figure 6.1, we plot the error percentage in
dependence of the budget factor α for randomized and adaptive retraining. We can see, that
the accuracies are very similar, being slightly more stable for adaptive retraining. At about
α = 20 we get a sufficiently accurate extraction with 99% accuracy. Concretely, for 20 features,
this means we need about α · (n+ 1) = 20 · (20+ 1) = 420 queries to extract an accurate
model. However, the attacks vary noticeably in speed. While the randomized retraining
attack takes up to 3 s, the adaptive retraining took up to 70 s per attack. Considering 0.3 s
network time per query, such an attack would take about 70 s+420 ·0.3 s = 196 s (3 minutes
and 16 seconds).

(a) Error percentage in dependence of α
for randomized retraining

(b) Error percentage in dependence of α
for adaptive retraining

Figure 6.1: Retraining Strategies for RBF SVMs
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6.6.3 Extraction of Linear SVRs

We use three different datasets to test the extraction of linear SVRs: the California housing
dataset, the Boston house-prices dataset and a generated dataset with 100 features. Datasets
for regression problems can be generated using sklearn.datasets.make_regression().

First, we employ the equation solving attack described in Section 4.1. Attacking a linear
model trained on the California housing dataset, we achieved an exact extraction of the model
parameters using a total of 9 queries. The processing for the attack took 0.001 s (2.7 s with
Internet latency). Attacking the Boston House-prices dataset, we got an exact extraction with
14 queries in 0.001 s (4.2 s with Internet latency). Lastly, extracting the generated dataset
took 101 queries and 0.059 s (30.3 s with Internet latency).

For retraining strategies to make sense, we need to set α≤ 1. However, even with α = 1, the
highest setting, we get error rates of RMSE > 2 when using randomized retraining. Using
adaptive retraining, the error rates get better, at RMSE > 0.02 for α = 1. Still, we do not
consider extractions with such error rates as good.

6.6.4 Extraction of Quadratic SVRs

For the extraction of quadratic SVRs, we use the same three datasets as in Section 6.6.3,
but trained with a quadratic kernel. We use the equation solving attack described in Sec-
tion 4.2 first. Using this attack, the extraction of the model trained on the California housing
dataset took a total of 45 queries and 0.007 s (13.5 s with Internet latency). Extracting
the model trained on the Boston house-prices dataset took 105 queries and 0.006 s (31.5 s
with Internet latency). Extracting the model trained on the generated dataset with 100
features took 5 151 queries and 0.589 s (1 545.8 s, or about 26 minutes with Internet la-
tency).

The optimal attacks query counts are comparable to setting α between 9 and 50 for the
retraining approach. Actually, no concrete value for α can be determined, because the
equation solving attack uses a quadratic amount of queries. However, using retraining attacks,
we found that the error was unproportionally high when extracting the natural datasets.
Furthermore, at an α of just 11, the extraction took over 20 minutes (without Internet latency)
when using adaptive retraining and the generated dataset with RMSE > 0.8. This is due to
the fact that retraining a quadratic kernel SVR is incredibly slow.

6.6.5 Extraction of RBF SVRs

For the extraction of RBF SVRs, we again use the same three datasets as in Section 6.6.4
trained with an RBF kernel. As we do not have an equation-solving or similar attack for RBF
kernels, we commence with the retraining approach. In Figure 6.2, the MSE is shown in
dependence of the used α for the randomized retraining approaches. We can see that for
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the generated dataset, the MSE gets proportionally lower as we increase α. For the natural
datasets however, the MSE fluctuates within a specific area relatively unaffected by increasing
α. In Figure 6.3, the MSE is shown in dependence of the used α for the adaptive retraining
approaches. In comparison to the randomized retraining, we can see that now there is a trend
for all datasets, natural or synthetic, to have a lower MSE with the increase of α. Note that
we conducted the experiment for α in steps of 5 for all datasets, and capping at α= 45 for
the generated dataset, because the extraction took up to 20978 s (5 hours and 50 minutes).
For the natural datasets, with lower dimensions, the adaptive retraining took up to 800 s (14
minutes, or 21 minutes with Internet latency). The randomized retraining was significantly
faster at a maximum of 0.6 s, or 7 minutes with Internet latency.

(a) MSE in dependence of α
for the generated dataset

(b) MSE in dependence of α
for California housing

(c) MSE in dependence of α
for Boston housing

Figure 6.2: MSE for Randomized Retraining Strategies for RBF SVRs

(a) MSE in dependence of α
for the generated dataset

(b) MSE in dependence of α
for California housing

(c) MSE in dependence of α
for Boston housing

Figure 6.3: MSE for Adaptive Retraining Strategies for RBF SVRs

6.6.6 Extraction of Wi-Fi Localization Models

In the following, we show a practical attack on an ideal implementation of an SMPC protected
MLaaS providing indoor localization from Wi-Fi fingerprints using SVRs.

Zhang et al. [ZCZL16] described an SMPC protocol to protect user and model provider privacy
in an MLaaS setting, where the server provides a localization service to clients using Wi-Fi
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signal strengths. The server uses SVRs to predict the client’s location. In their scheme, the
server trains an arbitrary number of SVRs on different subsets of features and returns the
prediction of a randomly chosen SVR. This makes it impossible to extract the one exact
model the service uses — because there is no explicit single model. However, all of their SVRs
predict approximately the same values, so from an outside perspective they can be regarded
as one single implicit SVR with a small rounding error, which does not effectively prevent
extraction attacks (see [TZJ+16]). Our extraction efforts are therefore targeted on this
implicit model. To simulate an implicit model for indoor localization using Wi-Fi fingerprints,
we can simply create an explicit model with the same function as there is no difference to
the outside attacker. The scheme that Zhang et al. proposed, uses as few as 4 access points,
however we found that a similar dataset with as few access points was unattainable. We
use the "UJIIndoorLoc" dataset with 520 access points, and the "IPIN 2016 Tutorial" dataset
with 168 access points instead. We train our SVRs using the RBF kernel and a set of 100
training data and use the rest of the data for the attacks and evaluation. We attack each model
using adaptive retraining with low α values of 1 and 5. Because of the high dimensions, the
extractions using higher values for α would take multiple hours and the accuracy using the
low α values is already very high.

For the "UJIIndoorLoc" dataset, we get an extremely low error of 4.24 ·10−6 with an α of just 1
and an error of 6.36 ·10−7 with an α of 5. The attacks took up to 1 368 s for computation and
2 605 queries. Considering 0.3 s of network time, this attack would take about translating
to a total sum of 2 150 s (36 minutes) of runtime. We get a similar result for the "IPIN 2016
Tutorial" dataset, with an error of 1.06 · 10−4 at α= 1 and an error of 5.16 · 10−7 at α= 5.
This attack took 165 s of calculation time and a total of 845 queries, translating to a total of
419 s, or 7 minutes of runtime considering 0.3 s of network time per query. Consistent among
our experiments we saw that a lower amount of features translates to a faster extraction.
Considering that this scheme might use much less features than the datasets we conducted
our experiments on, we can deduct that this attack may be considerably faster in a realistic
scenario.

Note that an algorithm to protect Sigmoid kernel SVRs was proposed as well by Zhang et
al. [ZCZL16]. However, we found it difficult to achieve consistent results training models using
it. This might be due to the fact that not every Sigmoid kernel is a valid kernel, and parameters
have to be set precisely. Furthermore, the Sigmoid kernel behaves relatively similar to the
vastly more common RBF kernel, which we explored instead.

6.7 Interpretation

Our results (see Table 6.2) show that firstly, the attacks on SVMs by Lowd and Meek, and
Tramèr et al. are very effective and allow an attacker to extract accurate models with a
relatively low amount of queries. Secondly, our new equation-solving attacks on SVR proved
to be not only very accurate, but also up to eighty times faster than the retraining approaches.
Indeed, we deduct that for linear and quadratic SVRs, our equation-solving attacks are the
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most effective. For RBF-kernel SVRs, or experiments show that the best results are achieved
using an adaptive retraining approach, and that the budget factor α can be set very low, as the
extraction does not improve by much for higher values of α, and the extraction using adaptive
retraining with a low α consistently has a lower error than using randomized retraining with
a higher α.

To translate our results into a real-world scenario, we analyze the extraction of the model
trained on the "UJIIndoorLoc" dataset from Section 6.6.6. At α = 5, this extraction took a
total of 5 · (520+ 1) = 2 605 queries and 36 minutes of runtime. Using a cost of $0.0001
per query, as is the cost at AmazonML, this extraction would have cost a total of $0.26. The
extraction of the "IPIN 2016 Tutorial" model took just 7 minutes of runtime and 854 queries,
translating to a total cost of $0.09. For bandwidth, Zhang et al. [ZCZL16] show that their
protocol uses 6L+2nL of bandwidth per query, with L = 2 048bit and n being the amount of
features. For the "IPIN 2016 Tutorial" dataset with 168 features this translates to 80 kByte per
query. The full extraction would have a bandwidth cost of 71 MByte.

At these cost factors, we can safely assume that this extraction would be very feasible to a
financially motivated attacker.

Table 6.2: Extraction Results

Type Kernel Method Dataset Features Accuracy Queries Runtime
SVM Linear Lowd-Meek Generated 100 100% 1 700 510 s
SVM Linear Retraining Generated 100 100% 1 800 540 s
SVM Linear Retraining Generated 100 100% 101 30 s
SVM RBF Retraining Generated 20 99% 420 129 s
SVM RBF Adap. Retraining Generated 20 99% 420 196 s
SVR Linear Eq. Solving Generated 100 100% 101 30.3 s
SVR Linear Eq. Solving Boston Housing 13 100% 14 4.2 s
SVR Linear Eq. Solving California Housing 8 100% 9 2.7 s
SVR Quadratic Eq. Solving Generated 100 100% 5 151 1 545.8 s
SVR Quadratic Eq. Solving Boston Housing 13 100% 105 31.5 s
SVR Quadratic Eq. Solving California Housing 8 100% 45 13.5 s
SVR RBF Retraining Generated 100 99% 4 040 1 212.5 s
SVR RBF Retraining Boston Housing 13 99% 14 5 s
SVR RBF Retraining California Housing 8 99% 9 3 s
SVR RBF Adap. Retraining Generated 100 99% 4 040 22 190 s
SVR RBF Adap. Retraining Boston Housing 13 99.9% 14 5.2 s
SVR RBF Adap. Retraining California Housing 8 99.9% 9 3.7 s
SVR RBF Adap. Retraining UJIIndoorLoc 520 99.9% 2 605 2 150 s
SVR RBF Adap. Retraining IPIN 2016 Tutorial 168 99.9% 845 419 s
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Our results show that model extraction attacks on SVRs and SVMs allow an attacker to extract
highly accurate models with a relatively low amount of time and money. Therefore, at the
current state of MLaaS there is nothing that would stop financially motivated attackers from
extracting such models and using them for their own financial gain. At the currently extremely
low cost of queries, the cost of extraction is actually so low that it is not only feasible for a
well financed entity but also for individuals.

7.1 Countermeasures

To help protect from the attacks shown in this thesis, we discuss a few possible coun-
termeasures that MLaaS can employ to increase the security of their intellectual prop-
erty.

7.1.1 Rounding

Rounding as a countermeasure was already introduced by Tramèr et al. [TZJ+16], who
proposed rounding confidence values given by MLaaS providers. They found that in some
cases the attack was weakened, but the attacks stayed viable in general.

Instead of rounding confidence scores, it might be considered to round the actual prediction
in regression problems. This would decrease the accuracy of the equation-solving attacks we
proposed, but they would still be usable. Generally a precise prediction is desirable, making
this approach unsuitable in some cases.

7.1.2 Extraction Monitor

Kesarwani et al. [KMAM17] propose an extraction monitor, which observes the queries issued
by multiple users of an MLaaS and gives a warning when the information that a user or a
subset of users might deduct from their queries exceeds a certain threshold. This threshold is
defined by the average amount of queries needed to reconstruct a model with a definable
accuracy. Their algorithm is tailored to extraction attacks on decision trees, but could be
expanded to include extraction monitoring of other ML models. For many attacks, such as
adaptive retraining, the number of queries can be so low that they submerge in normal traffic.
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Furthermore, in the case of attacks with higher amounts of queries, an MLaaS provider has
an incentive to keep clients with high query counts, as they bring revenue. It can therefore
be a tough decision whether to cut off a client with high query counts, or not, because there
might be the possibility of a model extraction going on. After all, they might be an honest
client using the service extensively.

7.1.3 Monitoring for Suspicious Queries

An MLaaS could monitor incoming queries for suspicious qualities that may occur specifically
in extraction attacks. Such suspicious queries could be zero vectors and unit vectors as they are
used in equation solving attacks, vectors that get too close to the decision boundary, as used in
the Lowd-Meek attack, and vectors that have unusual values for specific features, such as −1,
when the feature normally takes values between 1 000 and 10 000. In addition, it is possible to
monitor for queries with very unusual statistical distribution. Yet, retraining attacks using real
datasets issue queries that are indistinguishable from normal queries, leaving them undetected
by such a countermeasure. Furthermore, deploying such techniques in systems that rely on
SMPC would incur a significant computation and communication overhead which goes against
the business model of MLaaS of providing inexpensive predictions.

7.1.4 Server Side Feature Translation

To prevent an attacker from issuing specific queries, such as vectors arbitrarily close to the
decision boundary, or zero- and unit-vectors, the server might translate features themselves
instead of having the client send translated features. Feature translation means, that non-
numerical features, such as strings get translated into a numerical representation so that they
can be used for calculations. This countermeasure also can not prevent retraining attacks, as
they do not rely on specifically crafted queries. However, in the case of SMPC when the client
does not trust the server with his data, and therefore needs to hide the clear text values on
each feature (e.g., by encrypting them using Paillier encryption), the feature transformation
has to be performed client-side.

7.2 Future Work

Testing the proposed countermeasures in a realistic environment would be an interesting
topic for further research. Furthermore, improved extraction techniques for RBF-kernels
in SVM and SVR might be found. In the context of SMPC, protocols will need to be found,
that further protect the privacy of the MLaaS provider while also protecting the user pri-
vacy.
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